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Abstract—The paper proposes a method to assess the equiv-
alent inertial response provided by CIG equipped with fast
frequency response capability and its impact on the minimum
amount of rotational inertia required to guarantee power sys-
tem’s stability. The method is based on the solution of an
optimization problem aimed at finding the minimum inertia
required by the system to contain frequency and rate of change
of frequency deviations within the limits required by system
operators. The effectiveness of the proposed method is illustrated
through the WSCC 9-bus test system.

Index Terms—Converter-interfaced generation (CIG), renew-
able energy sources (RES), fast frequency response (FFR), rate
of change of frequency (RoCoF), synthetic inertia, frequency
stability.

I. INTRODUCTION

A. Motivation

Converter-interfaced generation (CIG) enables the penetra-
tion of renewable energy sources but reduces the rotational
inertia supplied by conventional synchronous generators. This
is recognized as an emerging issue in power system control
and operation. Low-inertia systems are in fact expected to be
operating increasingly closer to their stability limits [1], [2].

A possible solution to this problem is the implementation
of fast frequency response (FFR) through CIG, which can,
in turn, compensate the inertial response provided by syn-
chronous machines. FFR is already recognized as an ancillary
service in several countries, e.g. Ireland, United Kingdom,
New Zealand [3]–[5]. How effective such a FFR is, however, is
still an open question. This paper aims to provide a quantitative
method to answer this question.

B. Literature Review

The frequency stability limits of a system are assessed based
on the value of the Rate of Change of Frequency (RoCoF) and
of the minimum instantaneous frequency, the frequency nadir.
Both these values must be kept within a narrow range, in order
for the grid to work safely and reliably (see, for example,
Chapter 18 of [6]).
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In this vein, the first crucial point involves definitions and
measurements. It is key, in fact, to reach a common agreement
on the best way to estimate on-line the amount of inertia
provided by the generators connected to the system. The
main contributions on this topic rely on the disturbance-based
approach and on the processing of RoCoF and frequency
data measured by, for example, phasor measurement units
[7]–[9]. In the IEEE Std C37.118 [10], RoCoF is defined
as the first derivative of the estimated frequency associated
to the fundamental component of the signal. However, its
measurement is greatly affected by estimation techniques,
signal models and power system’s conditions [11]. This is why
a common agreement on the definition of RoCoF is crucial for
its correct utilization [12].

Another key aspect of the study of low-inertia systems is
related to the provision of inertial response from CIG. This
can be achieved through synthetic inertia and FFR. These
technologies might support the deployment of RES in power
systems by reducing the need to rely on fossil fuel-based
synchronous generators.

FFR refers to frequency response schemes that can be
triggered within the first few seconds after a disturbance on the
network. Typically, FFR control schemes react proportionally
to the frequency variation or according to a pre-determined
schedule [13], [14]. Synthetic inertia is provided by virtual
synchronous machines [15], i.e. systems controlled in such
a way that their dynamic behaviour resembles synchronous
generators. Both FFR and synthetic inertia can be supplied
by various CIG technologies, such as variable wind speed
turbines, PV power plants and energy storage, but also by
HVDC links and demand response [16].

Regardless the technology utilized to provide synthetic iner-
tia and FFR through CIG, it is relevant to define the amount of
such ancillary services that is actually required by the system.
The solution to this problem can be obtained by determining
the minimum amount of inertial response required to guar-
antee system’s stability after a large disturbance. Nowadays
synchronous generators are effectively the only suppliers of
inertial response to the system, hence, the minimum amount of
inertial response required for stability is strictly related to the



maximum share of CIG that can be safely installed. Different
approaches to the problem are discussed in the literature [17]–
[20], however a widely accepted method is still missing.

In [21], the authors proposed a constrained optimization-
based method to estimate the minimum amount of inertia,
expressed as a critical inertia constant, required to ensure the
transient stability of the power system. The method ensures
that the values found for H at each generation bus are such
that the constraints on critical signals, such as RoCoF and
frequency, are satisfied during a transient. The method returns
precise numerical values of the inertia constants that guarantee
the stability and it maintains the information on the spatial
distribution of inertia, which has been shown to be a crucial
factor to consider when studying low inertia systems [22].

C. Contribution

In this paper, a relevant extension of the method described in
[21] is proposed. In particular, the paper shows how an inertial
response system, such as synthetic inertia or fast frequency
response, can lower the critical inertia constant in a bus. The
proposed method provides a quantitive tool to evaluate the
vulnerability of the system to instability or its RES hosting
capacity.

D. Organization

The paper is organized as follows. Section II provides a
theoretical background on inertia in power systems, Section
III describes the optimization-based method to estimate the
critical inertia constant at each bus of a network, Section IV
presents a case study in which the influence of fast frequency
droop control in critical inertia estimation is assessed. Finally,
Section V summarizes the main concepts presented in the
paper and the obtained results.

II. THEORETICAL FRAMEWORK

Inertia in power systems can be interpreted as the resistance
to frequency variations following a power imbalance. It is
commonly associated to the amount of kinetic energy stored in
the rotors of synchronous machines rotating at their nominal
speed, since at present most of the inertial response is supplied
by them. However, as power systems are accommodating an
increasing share of CIG, part of the energy required for the
inertial response could also be provided by it.

Traditionally, the inertia constant H is taken as an index of
the amount of inertia supplied by a generator. H is calculated
as the ratio between its stored kinetic energy at rated speed
EK , and its rated power S, as follows:

H =
EK

S
[s] . (1)

Typical values of H are between 2 and 9 s [23], depending
on the technology. H can be thought of as the maximum time
interval in which a generator can supply its rated power, just
by means of its stored kinetic energy.

The inertia constant is a crucial parameter in the study of
electro-mechanical oscillations of a synchronous machine. It
appears in the swing equation:

2H · d
2δ

dt2
= Pm − Pe , (2)

where δ is the rotor angle of the synchronous machine, Pm

is the mechanical power and Pe is the electrical power; both
positive in case of a generating machine, negative otherwise.

Equation (2) can be reformulated as an aggregated model of
an interconnected power system consisting of generators and
loads:

2Htot ·
d2δ

dt2
= Pg − Pl . (3)

In (3), the rotating machines are merged in a single equiva-
lent machine model, the frequency of which is the one located
at the centre of inertia of the original system, and it is treated
as a global parameter. In this case, Pg is the total generated
power and Pl is the total load of the system.

The equivalent inertia of this aggregated system Htot is:

Htot =

∑Ng

i=1EK,i∑Ng

i=1 Si

. (4)

In conventional power systems, dominated by large thermal
power plants, the inertia provided in real-time is practically
constant and it could be easily estimated by the operators
of the system by knowing which machines are in operation.
In a scenario where CIG constitutes a significant portion of
the grid, the concept of an aggregate and constant index of
the inertia of the system is challenging to define. Indeed, the
amount of operating synchronous generators, thus the total
inertia of today’s systems, is highly dependent on the RES
production and on the electricity market prices, both uncertain
and variable factors.

The potential lack of enough inertial response is raising
concerns about the transient stability of the system. Thus, it
is vital to estimate the minimum amount of inertia required at
each bus of the system, in order to assure that it maintains the
stability, after a contingency.

A. Fast frequency response by CIG

A possible solution to operate reliably a low inertia system
consists in substituting part of the inertial response, supplied
by synchronous generators, with FFR or synthetic inertia [13],
[24]. Both these sources of inertial response, provided that CIG
can regulate its generated power, are mostly dependent on the
adjustments made to the controls of the interfacing converters.
In order to work properly, such controls require an accurate
and reliable measurement of the frequency signal at the bus.

In this paper, the impact of the FFR of a generic CIG
on the minimum amount of inertia required in a system to
guarantee its stability, is assessed. The FFR is modelled as
a fast frequency droop control, as shown in Fig. 1. In the
scheme, ∆ω is the frequency error as measured at the point of
connection of the CIG and ∆Pg is the variation of active power
generated by the CIG. The speed of such a control is defined



by the value of the time constant Td and the value of the gain
k0. While very simple, the control shown in Fig. 1 resembles
well the dynamic response of common implementations of
FFR for CIG, see e.g. [25] and [26].

Fig. 1. Frequency droop control.

III. PROPOSED METHODOLOGY

In the context of low inertia power systems, the concept
of critical inertia constant (CIC), proposed by the authors in
[21], appears as an useful index to evaluate the security of the
network. In the following, CIC is defined as the minimum
value of H at each generation bus, required to guarantee
the frequency stability of the system after a contingency.
The frequency stability is evaluated in terms of RoCoF and
instantaneous frequency deviation.

The concept of CIC can be implemented in real-time
monitoring tools, to verify that each bus can supply at any time
at least the minimum inertia required to keep the system stable
after a disturbance. Hence, CICs are strictly related to the
estimation of the maximum share of CIG that can be connected
to the system at any time, since they set a minimum value of
the generation to be provided by synchronous generators.

The estimation of CICs requires the solution of a con-
strained optimization problem. The objective is to find the
minimum amount of inertia at each bus required to guarantee
the transient stability of the power system under analysis.

With this aim, the formulation of the optimization problem
is as follows. The decision variables are the values of inertia
constants Hi at each generation bus. The objective function
F to be minimized is the sum of the inertia constants of
the generation buses in the network F =

∑NG

i=1Hi. The
constraints are related to the possible minimum and maximum
value of the inertia constants and to indexes required to assess
the frequency stability of the system, such as the RoCoF and
the frequency nadir [27], [28].

In this paper, the constraint on RoCoF values is set on its
average value over different time windows:

• ±2 Hz/s for a 500 ms time window.
• ±1.5 Hz/s for a 1000 ms time window.
• ±1.25 Hz/s for a 2000 ms time window.

and the maximum frequency deviation constraint is chosen to
be ±0.8 the nominal value fn = 50 Hz.

The minimization problem, for a system with NG generation
buses, can be formulated as follows:

min
H1,...,HN

N∑
i=1

Hi ,

subject to RoCoF 500
i ≤ 2 ∀i ∈ [1, . . . , NG] ,

RoCoF 1000
i ≤ 1.5 ∀i ∈ [1, . . . , NG] ,

RoCoF 2000
i ≤ 1.25 ∀i ∈ [1, . . . , NG] ,

49.2 ≤ fi ≤ 50.8 ∀i ∈ [1, . . . , NG] ,

Hi,min ≤ Hi ≤ Hi,max .

(5)

Fig. 2. Flowchart of the proposed method to determine the critical inertia
constant.

In this paper, the optimization problem (5) is solved through
an iterative optimization algorithm. Each iteration provides a
guess on the minimum value of inertia constants that satisfy
the stability constraints. At each iteration, a time domain
simulation with the values of inertia constants provided is per-
formed and the constraints are evaluated. When the constraints
are satisfied, the values of the CICs, i.e. the minimum values
of inertia constants that guarantee the transient stability, are
found. Figure 2 shows a flowchart of the proposed method.

The value of CIC strongly depends on the contingency
chosen for the time domain simulation. The most compre-
hensive approach to the problem is the solution of different
optimization problems, each related to a possible contingency
on the system. In this case, the final CICs are chosen as the
maximum values obtained from the set of solutions. Another
approach, less computationally expensive, is the solution of the
optimization problem for a subset of contingencies, considered
as the most probable or disruptive for the network. Once the
contingency is selected, a time domain simulation is performed
at each iteration of the optimization algorithm.

A. Time Domain Simulation
The time domain simulations to be performed at each

iteration of the optimization problem can be formulated in
several ways, depending on the desired level of accuracy and
computational burden. In this paper, time domain simulations
are carried out based on the following assumptions, commonly
applied in classical transient stability studies [29]:

• Mechanical power input from the synchronous generators
is considered constant during the time interval of interest,
due to the slow action of the governor.



• Synchronous machine damping is neglected. The asyn-
chronous fraction of the electric power output is assumed
to be negligible with respect to the synchronous part.

• Synchronous machines are modelled by an ideal voltage
source behind a transient reactance.

• Loads are represented as passive impedances.
• Voltage magnitudes are considered constant during the

time interval of the simulation.
• CIG provides FFR through a fast-acting frequency droop

control.
The assumptions above are acceptable for a time interval

of few seconds, that is the time scale required to study the
inertial response of the system [1].

The steps taken to perform the time domain simulation,
based on the analysis conducted in [30], are:

• Given a contingency, definition of the admittance matrices
before, during and after clearing the fault.

• Solution of the power flow analysis to obtain the initial
conditions required to solve the differential equations
describing the model. The initial values of the variables
at t0 are: Pmi,0, the mechanical power supplied by the
generators, δi,0, the initial voltage angle, ωn = 2πfn, the
rotor speed at nominal frequency and |Ei,0|, the module
of the voltage at each bus. Since the starting condition is
a steady state, Pm = Pe, hence Pmi,0 can be calculated
from the solution of the power flow problem:

Pmi,0 =

N∑
j=1

|Ei||Ej ||Yij,0|cos(θij,0 − δi,0 + δj,0) ∀i .

(6)
• Solution of the differential equations, Eq. (7), represent-

ing the model, during the fault and after clearing the
fault at tclear. The state variables are the set of angles,
δi, the rotor speeds ωi and the power regulation supplied
by the CIG at each bus ∆PCIG,i, the block representation
of which is in Fig. 1:

2Hi
dωi

dt
= Pmi + ∆PCIG,i − Pe,i ,

dδi
dt

= ωi − ωn ,

Td
d∆PCIG,i

dt
= k0(ωn − ωi)−∆PCIG,i .

(7)

Once the state variables have been estimated for the required
time interval, the RoCoF and the frequency are calculated and
the constraints are verified.

IV. CASE STUDY

This case study considers a modified version of the well-
known WSCC 9-bus system, with the generation buses being
modelled as areas with both synchronous generators and CIG,
as shown in Fig. 3.

As previously stated, the aim of the study is to assess the
impact of the inertial response of CIG on CICs. The analysis
is carried out with Matlab, version 2019a.
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Fig. 3. WSCC 9-bus system with 3 areas. Each area is assumed to include
both synchronous and converter interfaced generation.

The contingency considered in this case study is a three-
phase fault occurring at bus 7 and the CICs are calculated
for different clearing times tclear. The final smooth curves are
obtained by a polynomial fitting of the critical inertia constants
found over changing clearing times. As shown in Fig. 4, the
total amount of inertia required in the system to be stable
increases proportionally to the clearing time.

Fig. 4. Sum of critical inertia constants of the network.

Figure 5 shows the values of critical inertia constants
obtained in case of no inertial response from CIG (continuous
line) and in case of the presence of a frequency droop with
Td = 10 s and k0 = 1 (dashed lines) at each generation bus.
The graph shows how the presence of FFR capabilities in each
area reduces the amount of inertia required at each generation
bus to maintain the system stable. This can be also interpreted
as an increased capability of the network to host CIG, due to
its inertial response capabilities.

To show how the characteristics of the control affect CICs,
different simulations are carried out for various values of the
time constant Td, given k0 = 1. The average of the resulting
inertia constants over different clearing times is reported in
Table I: the Table shows that the total amount of inertia in
the system is decreasing as Td becomes lower, since CIG
can provide faster response to the contingency. The simulation
with a high Td returns similar results to the case with no droop,



Fig. 5. Critical inertia constants without droop (continuous lines) and with
FFR (Td=10 s, k0=1).

since the control is too slow to act on the time scale of inertial
response, and its effect becomes negligible.

TABLE I
CRITICAL INERTIA CONSTANTS FOR DIFFERENT TIME CONSTANTS OF THE

FREQUENCY DROOP

Td [s]
Inertia 1 10 1000 No Droop
H1 [s] 0.5 2.1 9.0 9.2
H2 [s] 2.7 6.9 18.2 17.3
H3 [s] 0.5 3.3 13.3 14.3

A relevant feature of the proposed method is that it can be
utilized to determine the weakest and/or strongest area. For
example, in the considered case study, Area 1 is character-
ized by the lowest critical inertia constant in all considered
scenarios. It can be thus concluded that Area 1 is the less
vulnerable bus, i.e. the one needing less inertial response from
CIG. On the other hand, Areas 2 and 3 are weaker and are
thus more dependent on the FFR provided by CIG. Since CIG
is stochastic in nature, this conclusion implies that particular
care has to be taken for the operations of these areas.

It is also interesting to note that, for Td < 1 s, the system
becomes unstable and large inter-area oscillations arise as a
consequence of the fast droop control of the CIG and the
low values assigned to the inertia constants by the solution
of the optimization problem (5), as shown in Fig. 6. The
instability arises even without considering particularly detailed
power system models. This suggests that the FFR can become
unstable well before being fast enough to dynamically couple
with the electromagnetic dynamics of transmission lines, as
suggested in some recent literature (see, for example, the
review provided in [1]).

In order to validate the results, i.e. to check that constraints
on RoCoF and frequency nadir are satisfied, a time domain
simulation with the average CICs obtained from the optimiza-
tion is carried out. Figure 7 shows that the oscillations for cases
with different time constants Td are all confined between the
prescribed frequency range. The time constant of the control
has an effect on the magnitude of the oscillations and on the
time required for their damping.

Fig. 6. Frequency oscillations due to FFR (Td = 0.1 s) and low inertia
constants.

Fig. 7. Frequency values of the areas for different time constants Td of the
frequency droop k0.

V. CONCLUSIONS

A method to estimate the minimum amount of inertia at each
generation bus, required to assure the transient stability of the
system, is described by defining the concept of critical inertia
constant. This concept has a wide range of applications, from
determining the maximum share of CIG that can be installed
in a network to identifying the weakest buses, i.e. the ones
closer to the instability condition.

In this paper, the concept of critical inertia constant is used
to assess the impact of inertial response from CIG on the
stability of the system. By solving an optimization problem
constrained by the solution of a time domain simulation, it is
demonstrated that proper controls applied to CIG, can reduce
the minimum inertia to be supplied by synchronous generators
to guarantee system’s stability. A final time domain simulation
is carried out to validate the results of the optimization
problem.

In a future scenario, in which power systems are dominated
by CIG and characterized by low inertia, the concept of critical
inertia constants and the proposed method to calculate them,
may have a significant role to tackle the upcoming challenges.
Further work is ongoing to keep exploring the potential of this
concept in future energy systems.
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